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Big data analytics workflows
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Problems in current systems:
❏ Little feedback ❏ No runtime debugging



printf() vs gdb

❏ Hard to understand and track ❏ Real-time interaction

❏ Bug-related information

❏ Easy to understand and track
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AMBER



Why not Spark?
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- 2-way communication between driver and executors 

needed for interacting with a running workflow

- Not supported in Spark to ensure deterministic 

computation
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Actor Model
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Why actor model?
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❏ Parallel

❏ Simplifies concurrency control, no shared memory

❏ Easy to have different types of messages - data, control

❏ Good cluster implementations are available now
- Microsoft Orleans
- Akka
- C++ Actor Framework (CAF)
- ...
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Demo Paper:
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Demonstration of Interactive Runtime Debugging of 
Distributed Dataflows in Texera.

- Zuozhi Wang, Avinash Kumar, Shengquan Ni, Chen Li. VLDB 2020 
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2.
Amber Overview
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Operator DAG -> Actor DAG
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- Pause

Debugging a long-running 
workflow: An example
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Instantaneous processing of 
control messages

- Investigate state of operators

- Modify Logic of operators

- Resume
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Expedited Control message processing

Messages arrive at Actor’s mailbox.
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DP thread created.
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Expedited Control message processing
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Main Worker thread is available for control messages.
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Expedited Control message processing
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4.
Conditional Breakpoints
Let the workflow know when it 
should pause itself
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Pause the workflow if : # complaints > 1,000,000/product

1M complaints

PAUSE

Scan

Sentiment
Analysis Sink

Table: Customer Evals

Type = ComplainScan

Table: Product Groups

Join

on Product-ID

Example

Collaborative 
Detection



❏ Interactions makes computation non-deterministic

❏ Fault tolerance in Amber = Same result AND Same 

state (Eg: Pause).

❏ Log order of control messages w.r.t data messages

❏ Replay both data and control messages 

Fault Tolerance
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4.
Experiments
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Scaleup on TPC-H Queries
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❏ 2GB to 1TB TPC-H Dataset

❏ Upto 100 machines

❏ Comparable to Spark



Latency of control messages
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❏ Under 1 second 

❏ Resume also in milliseconds

❏ Tested on 100 machines and 1TB data



Overhead of breakpoints

❏ Processing cluster: 10 machines 

❏ Input: 119M tuples

❏ Pause Condition: Filter output 100M tuples
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❏ Amber: a parallel data flow engine supporting 

debuggability

❏ Based on the actor model

❏ Scalable

❏ Efficient pause/resume/conditional breakpoints 

Conclusions
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